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No explicit citation for the methodological details presented here is 

currently available. References that illustrate the procedures are 

available and include: 

Harrison, S. and Grace, JB. 2007. Biogeographic affinity contributes to 

our understanding of productivity-richness relationships at regional and 

local scales. American Naturalist. 170:S5-S15.  

Matteson, K.C., Grace, J.B., and Minor, E.S. 2012. Direct and indirect 

effects of land use on floral resources and flower-visiting insects across 

an urban landscape. Oikos 122:682-694.  

Notes: IP-056512;  Support provided by USGS Climate & Land Use 

R&D and Ecosystems Programs. I would like to acknowledge the 

major contribution by Jarrett Byrnes, Univ. Mass. – Boston for the 
lavSpatialCorrect function used in this module. Appreciation 

also to Darren Johnson for technical advice. Formal review of the 

material from which this tutorial was derived was provided by Jesse 

Miller and Phil Hahn, Univ. Wisconsin. Any use of trade, form, or 

product names is for descriptive purposes only and does not imply 

endorsement by the U.S. Government. Questions about this material 

can be sent to sem@usgs.gov.  Last revised 15.06.17. 
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There are a number of good references on the topic of spatial 

autocorrelation, e.g., 

Dale, MRT and Fortin, MJ (2014) Spatial Analysis: A Guide for 

Ecologists. Cambridge University Press 

Bivand, RS, Pebesma, E, and Gomez-Rubio, V (2013) Applied Spatial 

Data Analyses with R. Springer Verlag 

Bordard, D, Gillet, F, Legendre, P (2011) Numerical Ecology with R. 

Springer Verlag 



A historic reference on this topic is. 

Raoul Naroll (1961). "Two solutions to Galton’s Problem". Philosophy 

of Science 28: 15–29. doi:10.1086/287778. 
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Moran’s I index quantifies the degree of spatially-structured correlation 

in a dataset.  

Moran, P.A.P. 1950. Notes on continuous stochastic phenomena. 

Biometrika 37:17-23.  

 

 

 

 

 

 

 

 

 

http://en.wikipedia.org/wiki/Moran's_I.  

Formula for corrected sample size (Neff) is 

Neff = N*((1-I)/(1+I)) 
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First, tip of the hat to Jarrett Byrnes for developing another very 

helpful R function for use in SEM. You can find more of his materials 

at 

http://jarrettbyrnes.info/sem.shtml 

and 

http://byrneslab.net/ (look especially at his tab “Teaching”) 



Note that this illustration assumes basic knowledge about working with 

R. For example, you will want to set your working directory, input your 

data, etc. Basic knowledge of modeling with lavaan is also assumed. A 

module “Introduction to lavaan” can be found at 

http://www.nwrc.usgs.gov/test/SEM.html. 

 

Citation for lavaan package: 

Yves Rosseel (2012). lavaan: An R Package for Structural Equation 

Modeling. Journal of Statistical Software, 48(2), 1-36. URL 

  http://www.jstatsoft.org/v48/i02/. 

 

Citation for ape package: 

Paradis E., Claude J. & Strimmer K. 2004. APE: analyses of 

phylogenetics and evolution in R language. Bioinformatics 20: 289-

290. 
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Here is a published study in which procedures were used to estimate 

and correct for impacts of spatial autocorrelation. In this tutorial, I 
revisit those data using the lavaan package and the 

lavSpatialCorrect function.  
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Matteson et al. (2012) adopted an initial structural equation meta-

model that defined their general network hypothesis. The focus in this 

study was to understand the urban conditions influencing pollinators 

(flower-visiting insects). The final models for the green space and 

neighborhood samples were subsets of this broader set of initial 

possibilities.  
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Here I show just the final Neighborhood model. In the review process, 

the authors were asked about the possible role of spatial 

autocorrelation. Since the model includes latent variables, we first 

estimated latent variable scores (using procedures described in the 

original publication). 



For our current illustration, we use lavaan and the latent variable 

scores to create a model so we can illustrate the 

“lavSpatialCorrect” function. 

 

Additional details related to steps 1 and 2 can be found in Matteson et 

al. 2012. 
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Using the lavSpatialCorrect function requires that we have the 

data for building a lavaan model, along with the x-y spatial coordinates 

(e.g., latitudes and longitudes).  

 

Variable code names include “N.” because this is the neighborhood 

sample. 

Development Intensity = N.developmentLVs 

Vegetation = N.vegLVs 

Floral resources = N.floralLVs 

Flower-visiting insects = N.pollinatorsLVs 

 



Note that we are actually using latent variable scores for the named 

variables, which is why ovals are shown instead of rectangles.  
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Here I present the code found in the file 

“Spatial Autocorrelation Matteson lavaan Illustration.R”. Here I only 

show the preliminaries, The next slide shows the meat of the code. 
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Here is the code for specifying and fitting a model, then correcting for 

spatial autocorrelation in the residuals.  
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The output generated by the lavSpatialCorrect function gives 

revised estimates for  

n.eff – the effective sample size, 

Std.err – the adjusted standard errors, 

Z-value – the adjusted Z-values (maximum likelihood t-values), 

and  

P-values – based on the new standard errors and n.eff. 

 

Note that the other output associated with the model can be obtained 

using the  

summary(neigh.model.fit) 

command. 

 



So, in this case residual spatial autocorrelation does not influence our 

major conclusions. 
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I hope this overview has been useful. For more information, go to our 

webpage or search for examples involving your subject of interest. 

Questions and comments can be sent to sem@usgs.gov. Please note I 

cannot guarantee responses to individual inquiries, but will definitely 

incorporate suggestions in future tutorials. – Thanks! 
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