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In this module I provide a few illustrations of options within lavaan for 

handling various situations. 

 

An appropriate citation for this material is 

Yves Rosseel (2012). lavaan: An R Package for Structural Equation 

Modeling. Journal of Statistical Software, 48(2), 1-36. URL 

http://www.jstatsoft.org/v48/i02/ 

 

Notes: IP-056512;  Support provided by the USGS Climate & Land 

Use R&D and Ecosystems Programs. I would like to acknowledge 

formal review of this material by Jesse Miller and Phil Hahn, 

University of Wisconsin. Many helpful informal comments have 

contributed to the final version of this presentation. The use of trade 

names is for descriptive purposes only and does not imply endorsement 

by the U.S. Government. Last revised 20141216. Questions about this 

material can be sent to sem@usgs.gov. 

 

  

 



2 

I start with just presenting a table of lavaan syntax. Then I consider 

four special topics. 
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Here we revisit the issue of syntax available in lavaan. 
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Yves Rosseel’s latest (authoratative) tutorial is 

at:http://lavaan.ugent.be/tutorial/tutorial.pdf 
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Naming parameters is a key step in many operations. Note that the 

“b1” in the R code names a parameter, which permits us to manually 

set a parameter value. 
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Assigning values is also important. 
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A default of lavaan, like all software except Amos, is the just take the 

exogenous correlations/covariances directly from the data and not treat 

them as estimated parameters. The module on “SEM Essentials – Path 

Rules” explains how that is possible. Anyway, sometime we want or 

need to treat those as estimated parameters, so the command above 

shows how. 
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Covered in greater depth in the module on latent variable modeling. 
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Important issue – dealing with missing data. 
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Important topic that I will not cover here, except to let you know that 

lavaan has a very powerful option for performing analyses in the 

presence of missing data.  
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Methods have been developed to provide estimates that are robust to 

deviations from the assumption of normal errors. Here we see what 

lavaan has to offer in that area. 
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Robust means the inferences are robust to deviations from normality in 

the response variables. 
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Declaring the estimator when fitting a lavaan model is simple. 
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The results output shows the adjusted values.  
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A commonly used approach to estimating probabilities is resampling 

and one particularly popular form of resampling is bootstrapping 

(sampling with replacement). 
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Bootstrapping is likewise a simple operation in lavaan. 
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We can expect bootstrapped results to give different standard errors and 

p-values. 
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It is possible to ask whether a common model applies to multiple 

groups. This is automated in lavaan. 
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The ability to formally compare groups is very important. 



20 

We are proposing an overall model that applies to both groups and then 

testing to see if the raw parameter estimates are essentially the same 

across groups (meaning a process is common to both groups). 
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Here is an example. 
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Use “group=“ command to invoke a multi-group modeling setup. Note 

that here the grouping variable “grazed” is a 0/1 dummy variable with 

1==grazed. 
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Default is to permit all parameters to be unique across groups. Notice 

the number of observations for the groups is given. 
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Group results are presented separately. 



So, our initial analysis allows all parameters to be different between 

groups. We then might like to add constraints sequentially to determine 

what is the same across groups. There are some general commands in 

lavaan for this task, but let’s start with a simple general approach – 

setting a single parameter equal across groups. 
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Equality constraints reduce the number of parameters being estimated 

and provide model degrees of freedom for hypothesis tests. 
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Here we see what is going on. 
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Lavann has other options. 
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Lavaan makes this as automated as possible. 
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Another common issue is when one has response variables that are 

ordered categorical. 
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Fitting a straight line through such a set of points represents the points 

quite poorly and leads to illogical extrapolations, like intercepts > 1 or 

< 0. It also violates assumptions about normality of residuals. What we 

need is a way to interpret binary outcomes that makes sense. Often this 

is accomplished by assuming that behind the binary outcomes lies a 

continuous probability of observing a 1 or 0 response, as shown on the 

next slide. 
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Two of the most common ways of representing the probability of 

observing a 1 or 0 outcome are the probit and logit models.  

 

For the probit model, we link our predictor to our responses using a 

cumulative normal probability function, as shown to the left. With the 

logit model, we link our predictor to our responses using an inverse log 

transformation of the ratio of probabilities of outcomes.  
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Two requirements  

(1) Declare categorical variable as “ordered” object. 

(2) Declare variables that are ordered categorical in the “sem” 

statement. 



Regression weight of -3.885 specifies the effect of one unit change in 

flood-level on the probability of observing mass_class = 1.  

Error variance = 1.0 because it is set to that value to identify the model. 

 

Note that separate modules on modeling with categorical outcomes 

will be developed to discuss more of the details related to their usage 

and interpretation.  
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